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In this entire discussion we focus attention on a simple thought experi­
ment. We consider a half-space with free smface normal to the x-axis and 
located at x = O. The medium of interest lies in the region x> 0 or x < O. 
A uniform pressme is applied to the smface or the smface is given an arbitrary 
velocity at an arbitrary time, and we inquire about the state of the medium 
at later times, This apparently restrictive model is in reasonable accord with 
the geometry and physics of most significant experiments and leads to a great 
variety of interesting problems. 

1. - Basic shock relations. 

The continuum differential equations of flow, independent of material 
properties, are, for one-dimens~onal plane flow: 

(1) 

(2) 

(3) 

ae/at + aeu/ax = 0 , 

e du/dt = e au/at + e~t au/ax = - ap lax , 

dE/dt = -p dV/dt; 

where t is t ime, x is Eulerian space co-ordinate, e is density, u is particle or 
mass velocity, E is internal energy, and p is compressive stress in the x-direc­
tion, including all dynamic forces due to viscosity, stress relaxation, etc. 

Application of a pressme to the smface of a half-space produces a region 
of change propagating out from the smface. If we suppose that a very long 
time has elapsed since the driving pressme was first applied at the free sm­
face, and that pressme has been held at a constant value, Pl, then the region 
of change in the resulting flow may be supposed far removed from the driving 
smface. If the half-space :fills the region x> 0, we may shift the origin of 
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8 G. E. DUVALL 

co-ordinates to a point deep within the material and suppose that the region 
of change connects a uniform undisturbed state at IV = + 00 to a uniform 
compressed state at IV = - 00. To implement this model, we seek solutions 
of eqs. (1)-(3) of the form 

e = e(~) , u = u(~) , P = p(~) , E = E(~) , V = V(~) , 

where ~= IV-Dt and D is a constant propagation velocity. Let the values 
of variables in the undisturbed state be designated by subscript « 0» and 
those in the uniform state at IV = - 00 by subscript « 1 ». Then eqs. (1)-(3) 
can be integrated to yield the relations 

(4) 

(5) 

(6) 

e(D-u) = eo(D-uo) , 

P-Po = (!o(D-UO)2(VO- V) = eo(D-uo)(u-uo) , 

E-Eo = !(p + Po)(Vo- V). 

Substitution of the final-state variables into eqs . (4)-(6) yields the jump con­
ditions. They are particularly useful in the forms: 

(7) 

(8) 

(9) 

(!ohh = 1- (ul-uo)!(D-uo) , 

(D-uo)2 = V~[(Pl-PO)!(Vo- Vl)] , 

El-Eo = !(Pl + Po)(Vo- Vl ) . 

The undisturbed medium will usually be at rest. In deriving eqs. (4)-(9) it 
has been assumed to have a velocity uo. The generality obtained by this 
assumption will at times be useful. 

Any travelling wave which connects end states « 1» and « 0 » and which 
satisfies eqs. (7)-(9) is called a shock wave. The locus of states (Pl, Vl) which 

a ) 

P" v, 
u" E, 

b) 

Fig. 1. - a) Forward.facing shock wave, D-uo > o. 
b) Backward-facing shock wave, D-uo< o. 

satisfy eqs. (7)-(9) is called 
the « Rankine-Hugoniot (p, V) 
curve centered at (Po, Vo) » or, 
more simply, the « Hugoniot » 
or « R-H curve ». It is also 
sometimes called the « dynamic 
adiabat» or « shock adiabat ». 
When the root of eq. (8) is 
taken, a duality of sign ap-
pears . If D-uo>O the com­
pressed state lies to the left, 
the undisturbed state to the 
right, and the disturbance is a 
« forward-facing shock wave». 
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If D- uo< 0, the undisturbed and compressed regions are interchanged and 
we have a « backward-facing shock wave I). These two cases are illustrated 
in Fig. 1. 

Material is always accelerated in the direction of propagation of the shock 
wave. From eqs. (7)-(9) the change in mass flow or particle velocity can be 
calculated : 

(10) 

If D-uo> 0, ul-UO> 0; if D-uo< 0, uI-UO< o. 
Equation (9) contains the thermodynamics of the shock transition and is 

called the « Rankine-Hugoniot equation I) . For « normal» materials it can be 
satisfied only by compressive waves, Pl> Po. We arbitrarily define « normal» 
materials as those for which the adiabatic (p, V) relation in one-dimensional 
compression, sometimes called « uniaxial strain I), is concave upward. Most 
fluids are normal in this sense, and most solids are normal over a restricted 
range. For such materials the limitation of shock waves to compressive waves 
follows from both hydI'odynamic and thermodynamic considerations . .As to 
the latter, we find that by differentiating eq. (9) and combining it with the 
First and Second Laws of Thermodynamics an expression is obtained for 
entropy change along the Hugoniot : 

(11) 

where TI is temperature at (Pl' Vl). The bracket in cq. (11) is positive for 
all PI > Po if the Hugoniot is concave upward. This is illustrated in Fig. 2, 
where it is obvious that the slope of the chord from 0 to A is less in mag­
nitude than the slope of the tangent at A. 

The increase in entropy in the shock front is produced by the presence 
of dynamic or irreversible forces assodated with viscosity, stress-relaxation 
and the like. These forces are responsible for maintaining the linear relation 
between P and V in eq. (5): at any point of compression the total com­
pressive stress P in the x-direction is the sum of an equilibl'ium and of a dynamic 
contribution. A physically unreal but mathematically interesting pl'oblem is 
to let the dynamic stl'ess vanish and to represent the equilibrium stress by 
an equation of state, 

In the absence of other irreversible processes, such as heat conduction, the 
shock front then becomes a mathematical discontinuity connecting states 
(Po, V o, Uo, Eo) and (PI, VI' Ul , E l ) [1]. 
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Fig. 2. - Entropy increases with pressure for a normal material. 

A more realistic approximation is to add a viscous stress: 

(12) p = p(V, E)-o:dVfdt. 

If the dependence on E can be neglected, eqs. (5) and (12) together become 
a differential equation for the density profile in the shock front: 

(13) 

In case the E-dependence of eq. (12) cannot be neglected, eqs . (5), (6) and (12) 
provide a description of the profile. 

The sign of the entropy change in eq. (11) is directly related to the prop­
agation process. For the shock wave of Fig. 1, moving into stationary material 
(uo= 0): 

(14) 

provided (o2pfoV2)S> 0 at (Po , Yo) . The velocity of sound is defined as 
c = V(- opfoV)!. The identity between (opfoV)s and dpfdV on the Hugo­
niot at (Po , Yo) is possible because isentrope and Hugoniot have a second-order 
contact at the foot of the Hugoniot. This will be discussed later by ROYOE 

and KEELER. The inequality in (14) tells us that the shock wave overtakes 
any acoustic wave ahead of it. Under the same conditions a disturbance 
behind the shock front overtakes the shock, provided, of course, that both 

1= 

1= 
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are travelling in the same direction. This can be seen in the following way: 
The propagation velocity of a forward-facing disturbance is u l + cl ; if 
U l + cl > D, the disturbance will overtake the shock. Equation (11) can be 
converted into a differential equation for the Hugoniot by assuming that 
s= S(p, V) and proceeding to eliminate dSjdp. The result is: 

where r= V(2p j2JT)vjOy' It has already been shown that -dpjdV> 
> (p-Po)j(Vo- V) in Fig. 2, and this with eq. (15) leads to the inequality: 

(16) ci j(D- u l )2-rl (VO - V 1)j2Vl > 1- (r]j2Vl )(VO - VI) . 

(17) 

provided the Rayleigh line is less steep than the tangent to the Hugoniot at 
(Pl' VI)' We say that in this case the flow behind the shock is 8ub8onic. 
A single shock connecting (Po, yo) and (PI' VI) is accordingly stable. If 
Dl> U] + 01 , then (PI' VI) is a point of instability and the possibility of 
forming a second shock exists [2]. 

Experimentally produced shock waves seldom exactly satisfy the require­
ments of steady flow assumed in deriving the jump conditions . The states 
connected by the shock transition may not be precisely uniform or the shock 
wave has not propagated far enough to become steady. However, the experi­
mental conditions may be very close to the theoretical assumptions, and it 
is quite likely that errors involved in applying the jump conditions to experi­
ments are less than those originating from other sources. Such errors may 
be significant if gradients in adjacent regions are comparable to those in the 
shock or if time has not been sufficient for the flow to become steady and 
the curvature of the Hugoniot is large. The resolution of this question is a 
constant source of concern to experimentalists and no satisfactory resolution 
has been made. BLAND [3] has considered the development of a step change 
in pressure for a viscous material and concludes that the shock profile is essen­
tially steady after travelling a distance of five shock thicknesses from the 
source. This is an interesting result. The difficulty in applying it is that, in 
general, the steady shock thickness is unknown. 

2. - Rarefactions and characteristics. 

Referring to our original model of a pressure on a half-space, we suppose 
that after being held at constant value PI while the shock was being formed, 
we then reduce the pressure to its ambient value Po. A forward-facing rare-
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faction is produced, and we seek an appropriate method for describing the 
propagation of this rarefaction. 

According to the discussion of Sect. 1, waves of rarefaction cannot be steady 
in the sense of eqs. (4)-(6) for normal materials; i.e., there are no solutions 
of the form e= e(x-Dt), etc., for constant D. We do know, however, that 
waves of infinitesimal amplitude satisfy the simple wave equation, and that 
solutions of this are in the form 

t(x - ct) + g(x + ct) . 

That is, they consist of forward-facing and backward-facing waves. For such 
infinitesimal waves we know that 

(18a) dp = ecdu 

for forward-facing waves and 

(18b) dp =-ecdu 

for backward-facing waves. Here c is the velocity with which these infini­
tesimal disturbances travel into material at rest. Equations (18) are in accord 
with the jump conditions if we apply them to waves of infinitesimal amplitude. 

P 

Po 
a) 

Fig. 3. - a) Continuous forward· facing rarefaction wave. The propagation velocity at 
each point is u + c. b) Representation of continuous rarefaction as sequence of small 

increments for which op = ec bu . 

If we consider our forward-facing rarefaction to be represented by a sequence 
of jumps, dp, to lower pressure, accompanied by a sequence of jumps, du, 
to smaller particle velocity, we can integrate eq. (18) to obtain the relation 
between p and u at any point in the rarefaction. This is illustrated in Fig. 3 
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and the result is 

(19a) 

2', 

The equivalent relation for backward-facing rarefactions is 

" 
(19b) U-U1=-fdP /QO . 

Defining the new variable 

" 
(20) l = f dp /Qo, 

Equations (19) can be written 

(21) 

for forward-facing rarefactions, and 

(22) 

for backward-facing ones. The constants r1 and 81 are called « Riemann in­
variants ). 

To understand the implications of eqs. (21) and (22) more fully, consider 
the special case of isentropic flow, for which eq. (3) reduces to dS/dt = O. 
Then eqs. (1) and (2) can be combined to form an equivalent set of « char­
acteristic equations ): 

(23) 

(24) 

[a/at + (u + 0) a/ax](u + l) = 0 , 

[a/at + (u- 0) a/ax](u-l) = O. 

The curves on which dx/dt = u± 0 are called « characteristic curves ); eqs . (23) 
and (24) are thus equivalent to the set: 

(25) 

(26) 

c+: u+l=const=2r; 

C-: u-l = canst = -28; 

dx/dt= u+ 0, 

dx/dt= u-o. 

In words, r is constant on the C+ characteristic curves for which dx/dt = 
= u + 0; 8 is constant on the C- characteristics. Equations (25) and (26) are 
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true when the flow is a mixture of forward- and backward-facing waves. For 
forward-facing waves, eq. (21) is also true; then 

(27) 

(28) 

For backward-facing waves: 

(29) 

(30) 

To summarize: 

0 + : u+l=2r, 

0-: u - l = 2s~ . 

0 + : u + l = 21\ , 

0-: u-l=-2s. 

Forward-facing shock waves running into material with velocity U o and 
in the state (Po, Vol satisfy the relations 

(31) 

(32) 

Backward-facing shocks, the relations 

(33) 

(34) 

For forward-facing rarefactions running into material in the uniform state 
(Po, Vol with velocity uo, 

(35) 

For backward-facing rarefactions moving into the same state, 

(36) u-uo = - (l-lo). 

For rarefactions there are no equations analogous to (31) and (33) because 
there is no single propagation velocity associated with a rarefaction. Waves 
for which eq. (35) or eq. (36) applies are called « simple waves ». In the gen­
eral case of isentropic flow in which, for example, two rarefactions are inter­
acting, eqs. (25) and (26) describe the flow. 

In condensed materials compressed by shock waves to about 15 % of their 
initial volume or less, the shock wave is called « weak ». Then the entropy-

.. 
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change is small and the shock can be treated as a simple wave to which either 
eq. (35) or (36) applies. In this approximation the interactions of shock waves 
and rarefactions can be calculated from eqs. (25) and (26). 

3. - Elementary wave interactions. 

Equations (32), (34), (35) and (36) uniquely define and limit the values 
of particle velocity, u, which can be achieved by simple shock or rarefaction 
from a given state (Po, Vo, uo). This limitation on states which can be reached 
in a single wave transition supplies a powerful tool for thinking about and 
calculating the fields of high-amplitude waves. The problem is transformed 
into a « hodograph » plane in which the variables are (u, p), (u, l), (r,8) or 
some equivalent set. We shall use u, P here because of continuity conditions 
on u and P at an interface or boundary. The significance of this choice will 
appear later. 

Various useful representations of a shock and of a rarefaction are shown 
in Fig. 4. In 4 a) is a cross-section of a half-space to which a pressme PI 
was applied at t = 0 and released at t = to. The pressme profile at this par­
ticular t > to is shown in 4 b). It consists of a forward-facing shock, desig­
nated !I' +, a region of uniform presslue Pl and particle velocity u1 , and a 
rarefaction ~+ . The notations !I' and ~ are introduced here to denote shock 
and rarefaction waves, respectively. Forward-facing waves are denoted by 
the subscript « + », backward-facing by « - ». In Fig. 40) the flow is shown 
in the (x, t) plane. Region I is the uniform initial state (Po, Vo, uo) with 
uo> O. The shock front, !I' +, has constant slope until the following rarefaction 
overtakes it, reducing its amplitude and velocity. Region II is the uniform 
state (Pl, u1 , V1 ) behind the shock. Region III is the rarefaction ~+ in which 
pressure and particle velocity are diminishing. Region TV is again at the 
ambient pressme Po but volume and particle velocity now differ from Vo 
and uo• The path OAB is the trace of the half-space surface, sometimes called 
the « piston path », fi'. The dashed cmve is the path of a single particle or 
mass element traversed successively by !I' + and ~+. Figme 4 d) shows the 
wave process in the (p, V) plane. The initial shock compression is along the 
Rayleigh line to the state B on the Hugoniot. The rarefaction, assumed to 
be isentropic, expands the material along the dashed isentrope to the final 
state O(V~, Po, u~). In Fig. 4 e) the process is shown in the (p, u) plane. The 
straight line AB with slope dp/du= eo(D-uo) is the image of the Rayleigh 
line. The compressed state B lies on the image of the Hugoniot cmve and 
the dashed cmve BO is the image of the isentrope of Fig. 4 d). Because the 
shock process is entropic and because most materials have positive thermal 
expansion coefficients, the final state (u~, Po) is normally to the left of (uo, Po) 
for forward-facing waves. 
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Fig. 4. - Forward-facing rarefaction overtaking a shock. a) planes of constant phase 
in half-space; b) pressure profile, t >to; 0) (x-t) diagram; d) (P-V) diagram; 

e) (p u)-plane. 
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A set of similar figmes can be P 

drawn for backward-facing waves . 
Figme 4 d) is then unchanged. 
The others are produced by reflec­
tion in the vertical axis, except 
that appropriate adjustments need 
to be made depending upon the 
magnitude and sign of uo• 

A 

F 

9£+ 

17 

c 

!/', + 
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U 

The essential point of the fol­
lowing discussion is that states 
connected by shocks or by simple 
waves to an arbitrary state (Po, uo) 
must lie on fixed cmves given by 
eqs. (32), (34), (35), (36), provided 

Fig. 5. - Wave transitions in the (p, u) plane. 

there are no time-dependent terms in the constitutive relations. This is illus­
trated in Fig. 5. AB is represented by eq. (35), BC by (32), BF by (34) and 
BD by (36) . AB and BC have a second-order contact at B, arising from the 
second order contact between isentrope and Hugoniot at the initial state 
(Po, Vol· So do BD and BF. 

P, 
U, 

Some applications of the foregoing principles are illustrated in Fig. 6-13 . 

Pit P, tp

' UI U) U2 U, 

0, 0, P, 

P,= o 
U,=o 

P, 
U, 

~' -< 
u,=o 

P, 

U, 

P, 
U, 

P, P, 
U

J U, 

-Lf~~~ 
pt 

Po 

U 

Fig. 6. - Collision of two shocks. Fig. 7. - Collision of two rarefactions. 
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Figure 6: Two shocks approach one another, separated by a uniform state 
Po = 0 = Uo. They are represented by the points (PI, ul ) and (Pa, u2) in the 
(p, u) plane. After collision there are two waves drawing apart, separated 
by a new state (Pa, us) and running into the uniform states (PI, ud and 
(Pa, ua), respectively. The transition from (P2, u2) to (Pa, ua) occurs across a 
forward-facing wave, that from (Pl' u l ) across a backward-facing wave. The 

state between the separating waves must 
be uniform in (p, u) because of continuity 

t conditions on P and u. .All these condi­

P 

P 
A 

Pl' U, 

P u=Q " , 

x 

Pl, U1 

tions are satisfied by the intersection of 
the f/_ and f/+ curves from (PI' u l ) and 
(Pa, u2 ), respectively. 

Figure 7: Oollision of two rarefac­
tions: The argument is analogous to the 
previous one. The initial state Po, Uo= 0, 
is connected by rarefactions to (Pl' ul) 
and (P2, u2). The final state reached from 
(PI' u l ) and (P2, u2 ) must lie at the inter­
section of wave transition curves passing 
through these states and must be a state 
of uniform P and u. This is satisfied by 
(Ps, us)· 

Figill'e 8: Reflection of a uniform 

shock at a rigid wall: The initial shock, 
f/+, carries material from (uo = 0 = Po) to 
(PI' ~). After reflection the state (PI, u1) 

is connected to the final state (P2, u2 = 0) 
by a backward-facing wave. The final 
state must lie on the curve for backward­
facing transitions in the (p, u) plane and 
also on the u = 0 axis . These conditions 
are satisfied at point..4.. Note particularly 
that if the f/+ curve is concave upward 
in the (p, u) plane, P2> 2PI. The f/_ 

curve through B is the mirror image of 
the f/ + curve in a vertical axis through B. 

U Figure 9: Reflection of a uniform 

Fig. 8. - Reflection of a uniform 
shock at a rigid wall. P2/PI > 2 if 

d2p /dV2 > o. 

shock at a free surface: This is similar to 
the preceding, but the final state must 
now lie on the P = 0 axis. For condensed 
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t 

p p 

IU, 

v u U'S 

Fig. 9. - Uniform shock on a free surface. 

material, ut • is approximately equal to and usually slightly greater than 2u2>. 

Figure 10: Transmission of a uniform shock through an interface: The 
shock is incident from material I on material II. The (p, u) curves labelled I 
and II are images of the Hugoniot (p, V) curves of the respective materials. 
The final state (P2, u2) is common to both materials since P2 and U2 are to be 
continuous across the interface. This final state must be reached from (Pl' u1 ) 
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by a backward-facing wave in material I and from (Po = 0 = uo) by a forward­
facing wave in II. The required state is as shown. Material II was arbi-

t p 
II II fI'-' 

fI'- A 

o~------------· x u 

Fig. 10. - Transmission through an interface; 
(!ozDz> (!Ol D1· 

trarily chosen so that its Hu­
goniot image lies above I. In 
that case the wave reflected 
back into I is a shock wave. 
For II below I, the reflected 
wave is a rarefaction. It some­
times happens that the two 
curves cross; then the reflected 
wave is a shock or a rarefac­
tion, depending on the ampli­
tude of the incident shock. 
For an incident shock at the 
intersection there is no reflec­
tion. An analytic expression 
for the amplitude of a reflected 

shock can readily be obtained from the jump conditions written for the 
incident shock, the reflected shock, and the transmitted shock: 

(37) 

where 

eo = initial density of material I, 

e~ = initial density of material II, 

D1 = velocity of incident shock, 

D~l = velocity of reflected shock relative to the material ahead = U 1 - D21 , 

D21 = velocity of reflected shock in laboratory co-ordinates, 

Dz = velocity of transmitted shock, 

121 = density behind initial shock. 

The products eD appearing in eq. (37) are shook impedanoes corresponding 
to the various waves. Shock impedance for a given transition is equal to the 
magnitude of the slope of the corresponding chord in the (p, u) plane. For 
example, eOD1 is the slope of the chord OA in Fig. 10. In the limit of small 
amplitude waves, the shock impedance becomes equal to the acoustic imped­
ance. Then eq. (37) reduces to the expression for acoustic reflection: 

(38) 
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For a rigid wall e~D2~ 00 and eq. (37) becomes 

(39) 

For a free surface, e~ D2 = 0 and eq. (37) becomes 

(40) 

Equation (37) applies exactly only when the reflected wave is a shock. 
Because of the second-order contact between the rarefaction branch and the 
shock branch of the cross curve passing tlll'ough A, the formula provides a 
very good approximation for rarefactions in condensed materials. 

Figure 11: Weak-shock approximation: Equations (32) and (35) yield 
very nearly the same curve when (Vo - V)/Vo z 0.15. Then either can be used 
and the (p, u) plane can be mapped with a set of identical curves and their 
mirror images. These curves can be regarded as transformations from the 
(x, t) plane . .A. curve along which transitions can be made by forward-facing 
waves is an image of a 0- characteristic and is called a r_ characteristic. 

u 

Fig. 11. - Weak shock approximation, S= const. No distinction between adiabat and 
H ugoniot; (p-u) plane can be mapped with images of the 0 + and 0 - charac­

teristics. u -l = const on r _, u + l = const on r+. 
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Transitions through backward-facing waves are along r+ characteristics. 
Transformation from the (x, t) to the (x, u) plane is not necessarily one-one. 
For example, a region of uniform state in the (x, t) plane maps into a single 
point in the (p, u) plane; a simple wave in the (x, t) plane maps into one of 
the r characteristics. 

An example of application of the characteristic mapping of the (p, u) plane 
in the weak shock approximation is shown in Fig. 12. A forward-facing rare­

faction travels into a uniform state 
(Po, Uo = 0) bounded by a rigid wall, 

00 

01 
02 

03 

,q,u, ~+ 

x 

reducing it to the uniform state 
(PI' u1). The reflection process is 
represented in the (x, t) plane by 
drawing 0+ and 0- characteristics 
at arbitrarily close intervals and la­
belling the fields between the char­
acteristics as shown. In relating 
this flow to the (p, u) plane, each 
field in the (x, t) plane is considered 

P a region of uniform state, represent­
ed by a single point in the (p, u) 

00 

2 

33 

Fig. 12. - Rarefaction on a rigid wall. 

plane. Thus the regions 00, 01, 02, 
03 map into the points 00, 01, 02, 03 
on the r _ characteristic (u - l = lo) 
passing through (Po, Uo= 0). Re­
gion 11 in (x, t) is reached from 01 a­
cross a backward-facing wave, there­
fore it lies on a r+ characteristic 
passing through 01. The rigid bound­
ary condition u = 0 must be satis­
fied in 11, therefore 11 in (p, u) 
lies at the intersection of the r + 

through 01 and the u = 0 axis. Similarly the transition from 02 to 12 to 22 
takes place along a r+ characteristic and terminates at u= O. The inter­
mediate state 12 is reached via a backward-facing wave from 02 and a forward­
facing wave from 11, etc. This simple step by step procedure will succeed 
in unraveling the most complicated flow problems in (x, t) geometry provided 
only that the weak shock approximation is valid. With the aid of a large 
drawing board and considerable patience, the procedure is useful for graphical 
computation; and the solution of a few problems by this means is certain to 
establish the elements of finite amplitude wave propagation firmly in the 
mind of the student. It should be noted that the a characteristics are actually 
curved in the region of interaction, and the slopes of those characteristics 
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bounding the fields 11, etc., are determined from the values of p and u at 
the intersections of the corresponding r characteristics . 

.A. fmther application of the weak 
shock approximation is shown in 
Fig. 13, where a common experi­
mental problem is described in the 
(x, t) and (p, u) planes. .A. pressme­
free flyer plate with uniform velocity 
w collides at t = 0 with a stationary 
pressme-free target, producing shock 
waves which travel forward into the 
target and backward into the flyer. 
The shock in the flyer reflects from 
the back face as a rarefaction, and 
there is subsequently a succession of 
reflections between free smface and 
interface which ultimately bring the 
flyer to a stop. The sequence of 
states, preserving continuity of u 
and p, is shown in the figme. The 
time between reflections is twice the 
travel time through the flyer, so the 
time to effectively stop the flyer 
can be estimated. 

4. - Elastic-plastic solids. 

t 

x target 
flyer 

u u 
Fig. 13. - Flyer plate eolliiling with target. 

Much of the material in the preceding Sections has been couched in the 
language of fluids, though it applies equally well to solids, and has made but 
little reference to the explicit material properties involved. In this Section 
we become more specific about materials and examine more explicitly prop­
agation effects in these models. 

It must be recognized at the outset that there are no physically complete 
descriptions of the thermomechanical properties of solids. Hooke's law of 
elasticity is commonly used for small strains in metals and brittle solids, 
though there are materials to which it does not apply. Some materials are 
viscoelastic even at small strains, and the proper description of such mate­
rials is subject to current research. All solids fail through flow or fracture at 
some stress, and above this level, Hooke's law is totally improper. A satis­
factory theory of fractme is far from realization; and the theory of plastic 
failme, while far advanced compared to fractme, is still logically incomplete 
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and is often at odds with experimental results. However, the theory of plas­
ticity is more completely formulated than other models of anelasticity, and 

its applications in shock propagation 
will be discussed here. 

~---- \-. ----~--~ 

1+--- x ------+l 

a ) 

b ) 

v o v. 
Fig. 14. - a) A parallelepiped of initial 
length Zo has been compressed Ul,iaxi­
ally to length x. b) Shess-strain rela-

We restrict ourselves to the case of 
uniaxial strain existing in plane shock 
waves. We suppose a small element of 
volume to be compressed in the x-direc­
tion only and consider the relations 
between stress and strain. The nota-
tion used is shown in Fig. 14 a) and 
the expected stress-strain relation in a 
cycle of compression and rarefaction 
is shown in Fig. 14 b). Principal co­
ordinates of the stress and strain ma­
trices are (x, y, z) with x the direction 
of shock wave propagation. In order 
to maintain the condition of uniaxial 
strain while p", is applied, p" and P. 
must be adjusted so as to maintain the 
lateral dimensions unchanged. Sym­
metry requires that p" = P •. 

The most common assumptions of 
elasto-plasticity are: 

tions for the sample of Fig. 14 a). i) Material response is elastic as 
long as deformation stresses do not 

exceed a characteristic value. The most commonly used criterion of failure 
is the von Mises condition 

(41a) 

where Y is the yield stress in simple tension. In uniaxial strain this becomes 

(41b) Ip,,-PIlI ' Y. 

If the inequality applies, the material is elastic and satisfies Hooke's law: 

(42a) 

(42b) 

(420) 

p" = AO + 2/U311 , 
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where 0 = ex + ey + ez • In uniaxial strain, ex = (VO - V)/VO, e" = e= = O. If the 
equality holds, the material is in the plastic state. 

ii) In the plastic state, every increment in strain is the sum of an elastic 
and a plastic increment: 

(43a) 

(43b) 

(430) 

(44) 

(45a) 

(45b) 

(450) 

iii) There is no plastic dilatation: 

iv) The stress is supported solely by the elastic strain: 

dp", = AdO + 2,ude~, 

dpy = AdO + 2,ude: , 

dp. = AdO + 2,ude:, 

where A and ,u are, in general, functions of the density. 
As Px is increased from zero, the response is initially elastic and ey = ez = o. 

Then 

(46) 

where v = A/2(A + ,u) is Poisson's ratio. The yield stress is reached at a value 
of pz called the « Hugoniot elastic limit I), denoted by PHEL. From eqs. (41) 
and (46) : 

(47) PHEL = (1- v) Y/(l- 2v) . 

For further increases in Pz, the material is in the plastic state. Then 

(48) 

where p = (p", + P. + p . )/3, a function of density and internal energy alone. 
Referring to Fig. 14 b), eq. (48) applies to the segment AB of the Po; curve. 
The slope of the (p"" V) curve in the elastic region is, from eqs. (42) : 

(49) dp",/d V = - (A + 2,u)/Vo = - (K + 4,u/3)/Vo , 
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where K is bulk modulus. In the plastic region, AB, the slope is, for 
constant Y, from eq. (48) 

(50) dp,,/dV= dp/dV=-K/V. 

In accord with eq. (50), it is convenient to define the incremental dilatation as 
d VIVo Bulk modulus normally increases with p, so AB is normally con­
cave upward. The yield stress, Y, is in general a function of plastic work 
and density. In such case eq. (50) is augmented by a dYjdV term. In any 
case the offset of p" from the hydrostat, p, is always 2Y/3. 

At point B in Fig. 14 b) we suppose that a change is made from mono­
tonically increasing to monotonically decreasing p". Equation (41) must 
again be examined to determine whether the mass element is in the elastic 
or plastic state. During the initial compression process, p" increased more 
rapidly than p" until yield occurred. During unloading, p", decreases more 
rapidly than p" until yielding again occurs. Thus the portion BO of the 
unloading curve is elastic until p,,-p,,= Y at O. From 0 to D, unloading 
is plastic and the unloading curve lies below the hydrostat by iY. 

Referring to the discussion following eq. (17), we see that point A of 
Fig. 14 b) may be a point of instability for single shock compressions. To see 
that this is indeed the case, suppose that a shock wave has been generated 
with amplitude PBEL' traveling with speed 

The velocity of this shock front relative to the material behind it is 

(51) 

If an additional compression of small amplitude is produced to follow the 
already established shock, it will travel with velocity c.A relative to the mate­
rial ahead of it, where, according to eq. (50), 

Comparing this with eq. (51) we find that 

since V.A/Vo ~ 1 at the Hugoniot elastic limit. According to eq. (52), the 
second wave does not overtake the shock, so there is a region of the (p", V) 
curve above the point A which cannot be reached by a single shock from 
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(Po, V o). This region, AF in Fig. 14 b), is defined by extending the Rayleigh 
line OA until it intersects the Hugoniot AB at the point F. Pressures in 
this region will be reached by a double shock, illustrated in Fig. 15. The first 

p. 

v 
Fig. 15. - Double shock in elastic·plastic material. 

shock is called the « elastic precursor »; it travels with elastic velocity, and 
its amplitude is PHEL' 

The unloading wave following an elastic-plastic shock also consists of two 
waves, but these are not always clearly distinguishable because of the spreading 
of the rarefactions. The decay process for an elastic-plastic shock is accel­
erated, however, by an elastic wave running back and forth between the shock 
front and the plastic rarefaction [4] . 

.An example of an elastic-plastic shock in aluminum is shown in Fig. 16. 

20 

plastic shock 
16 ~ ------------
12 

8 elastic 
Lprecursor 

4tf 
I 

o 4 8 12 16 20 24 28 
x (arbitrary units) 

Fig. 16. - Shot no. 68-015. 6061-T6 Al target t in. thick, recorded with 1 t in. quartz 
gauge in Graham configuration. Peak pressure: 19 kb. Elastic precursor: 5.2 kb. 

(R. Mitchell, W.S.U.). 
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This record was obtained with a quartz gauge on the surface of a 6061-T6.AI 
target struck by a half-inch thick plate of the same material. The elastic 
precursor and plastic shock are readily distinguished . 

.A number of experiments on wave shape and shock decay have established 
that in aluminum, at least, and probably in other metals as well, the elastic­
plastic model is substantially correct, though there are significant deviations 
due probably to Bauschinger effect and stress relaxation [5]. 

5. - Solid-solid phase transitions . 

.Another source of instability in shock waves is the solid-solid phase tran­
sition. .A schematic diagram of a first-order transition in the (p, V) plane is 
shown in Fig. 17. .An isotherm 
crosses the mixed phase region 
at constant pressure; an adiabat 
has, typically, a small negative 
slope. The change in slope of the 
adiabat on crossing the phase 
boundary can be readily calcu­
lated by straightforward applica­
tion of thermodynamics [6]. In 
terms of sound velocity in phase 
1, C1 , and equilibrium sound ve­
locity in mixed phase, Cm , the 
change of slope is given by 

(53) (c~ - c~)jc~c~ = 

= (Cp jV2T)[(8Tj8p)s-dTjdp]2, 

where aU quantities are evaluated 
at the phase boundary. Numeri­
cal computations for iron and 
bismuth show that the mixed 

p 

phase boundary 

'«----/- adiabatic or R-H 

l,., 
v 

phase adiabat is almost flat. Since Fig. 17. - Reversible transition. 

the Hugoniot for the second shock 
and the mixed phase adiabat have a second order contact at the phase 
boundary, the Hugoniot is similarly flat. 

In preparing a formal representation of a set of constitutive relations fOr 
use with the flow equations, eqs. (1)-(3), it is usefUl to keep in mind their 
mode of application. The most widely used procedure for integrating the flow 
equations is a staggered-difference scheme developed by VON NEUMANN and 
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RICHTMYER [7] in which time is advanced in increments of !:l.T, and at each 
new time the positions, velocities, pressures, densities and energies of all the 
mass elements are computed. With this procedure in mind, we suppose that 
at a given point in the mixed phase region all the thermodynamic quantities 
are known and we then advance specific volume by a small amount d V and 
compute the other thermodynamic variables anew. 

In an equilibrium phase change we assume that p and T are common to 
both phases and that extensive variables are given by a mass-weighted average 
over the two phases ; i.e., for example: 

(54) 

(55) 

V= Vl(I-f) + Vd, 

E= E1(I-f) + Ed, etc., 

where t is the mass fraction of material in phase 2. We now suppose that 
V-+V +!:l. V and consequentlyp-+p+!:l.p, t -+ t+M,E-+E + !:l.E, T -+T+!:l.T, etc., 
and proceed to calculate!:l.p, !:l.T, !:l.E and !:l.t. We must first of all assume 
that the equation of state is known for each phase individually, and it is most 
convenient to assume equations of state in the form 

(56 a) 

(56b) 

V i = V;(p, T) , 

E i = E ;(p, T) . 
i=I,2, 

Equations (54)-(56) are now differentiated with the intent of expressing 
d V and dE in terms of dp, dT, and dt with coefficients that depend on p, T, t. 
The result is 

(57) 

(58) 

where 

(59a) 

(59b) 

(590) 

(59d) 

II 

l2 

m1 

m2 

n1 

n2 

Vl,'l' 

d V = II dp + m1 dT + n1 dt , 

dE= l2dp + m2dT+ n2df, 

= (1- f)V1.'P + IV2.", , 

= - (1- f)(TV1.'l' + p Vu ) - t(TVa.'l' + p V 2 .,,) , 

= (1 - t) V1.'l' + t V2 .'l' , 

= (l-f)(0"1-pV1.'l') + t(O"2-pV2.'l') , 

=V2 -"V;., 

=E2-E1, 

= (aV1/aT)" , Va." = (av2/ap)'l" etc. , 

0"1 = specific heat at constant pressure for phase 1, etc. 
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There is an additional relation between dJjJ and d V, viz. the first law. If there 
is no heat transfer, 

(60) dJjJ = - (p + q)dV, 

where q represents any irreversible forces in the compression process. Equa­
tions (57), (58) and (60) can now be solved for dp and dT: 

(61) dp = a1 d V + a2 dt , 

(62) dT = b1 d V + b2 dt , 

where 

(63a) al = [m2 + ml (p + q)]/D , 

(63b) a2 = (m1n2-m2n1)/D, 

(630) b1 = - [12 + 11(p + q)]/D , 

(63d) b2 = (12n1 -11 n2)/D , 

(63e) D = 11m2-12ml. 

It's clear from eqs. (61) and (62) that, since only dV is given, one more 
relation is required before dp and dT can be computed. For reversible tran­
sitions this is the Clausius-Clapeyron relation: 

(64) dp/dT = ,~.s/~ V = fcn. of p or T. 

Combining eqs. (61), (62) and (64) yields 

(65) dt = X(p, T, V, t)dV. 

This equation, together with eqs. (61) and (62), makes it possible to deter­
mine dp and dT. When that is accomplished, another increment, d V, is taken 
and the process is continued until the mass element enters the single phase 
region. 

The above relations are also useful for computing the Hugoniot directly. 
To do this, replace eq. (60) by the differential form of the Rankine-Hugoniot 
equation and continue as before. To determine an isentrope, set q = 0 in 
eq. (60). 

We have seen in Sect. 4 how the cusp in the (p, V) compression curve gives 
rise to a double wave: the elastic precursor followed by a plastic shock. The 
cusp at the phase boundary, shown in Fig. 17, is also a point of instability 
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which splits a shock to higher pressure into two. In fact, if the material under­
going a phase change is also elastic-plastic, a three wave structure may be 
produced, as in iron, illus-
trated in Fig. 18. 

The phase transition is also 
responsible for a new pheno­
menon, the rarefaction shock. 
The unloading curve for an 
elastic-plastic material is al­
ways concave upward, the con­
dition required for a rarefac-
tion to spread as it progres-
ses . But the unloading curve 

p ----- ----, 

°2 

------'----, 

0 , 

for an equilibrium phase tran­
sition of the kind shown in Fig. 18. - Tm:ce-wave structure in iron. 
Fig. 17 has a convex upward 
region and this is responsible for producing a rarefaction shock. This is 
illustrated in Fig. 19. 

The unloading curve is shown in Fig. 19 a) with two cusps, one at Band 
one at D. Suppose the material has been uniformly shocked to point O(u2 , P2)' 

unload 

t 

rarefaction shock t 
t p.-

t 
0, 

x---+ ---Po 

a ) b ) d ) c ) 

Fig. 19. - Rarefaction shock. 

and that the pressure on the driving surface is slowly reduced so that the trace 
of the surface in the (x, t) plane is the curve BD shown in Fig. 19 b). At each 
decrement in driving pressure the free surface can be thought to send out a 
disturbance traveling along a 0 + characteristic with velocity u + c. When 
the unloading process has progressed until the surface pressure has decreased 
from 0 to D, a singularity in the sOlmd velocity c is encountered. At D we 
suppose c to take on all values from the second phase value on OD at D to 
the mixed phase value on DB at D. Then the point D on the unloading curve 
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in Fig. 19 b) is the source of a fan of 0+ characteristics as shown. The slower 
sound velocities correspond to the steeper lines. From D to B the sound 
velocities are all small and the 0+ characteristics are steep. At B a second 
singularity in c is encountered, but now the characteristics, instead of forming 
a fan as at D, crowd into one another, intersecting one another, and ulti­
mately intersecting some of the characteristics from D. .An intersection of 
two characteristics means that the field variables carried along the charac­
teristics are multiple-valued at that point. In Fig. 19 b) the build-up of shock 
amplitude occurs over some distance as more and more characteristics inter­
sect. In Fig. 19 c) we suppose that the driving pressure is released suddenly 
and the fully developed shock, /711' radiates from the corner in the unloading 
path as shown. In Fig. 19 d) is shown schematically the structure of a wave 
including a double compression shock and a rarefaction shock. The pres­
sures PrJ and Pb are determined by the condition that 

(65) 

where D 11 is the velocity of the rarefaction shock. 
Some mechanical effects of the rarefaction shock will be described in 

Sect. 8. 

6. - Stress-relaxation in elastic-plastic solids. 

In order to provide a suitable framework for discussing the constitutive 
relations for a stress-relaxing solid, it is necessary to introduce some general 
concepts from continuum mechanics. We consider again an element of mass 
in a flow field, subject to forces of acceleration and compression transmitted 
through its immediate neighbors. We are interested in the response of this 
mass element to the stresses transmitted across its boundaries, and in order 
to discuss them we choose a co-ordinate system (Xl' X2 , xa) which diagonalizes 
the stress and strain matrices. The principal stresses and strains are {at} and 
{8t} respectively, with i= 1, 2, 3. We define a set of « stress deviators », Bt, 
and « strain deviators », E i : 

(66) 

(67) 

where p= - (0'1 + 0'2 + O'a)/3, e = 8 1 + 82 + 8a . 
The B; incorporate all the stress of deformation; the Ei are the strains of 
deformation. For purely elastic strain we can write Hooke's law in incre-
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mental form: 

(68) dai = Ada + 2,udei • 

The definitions of Bt , E;, P and a lead to a restatement of Hooke's law as two 
equations: 

(69) 

(70) 

dp =-Kda, 

dBi = 2,u dEi . 

In this form we separate those stresses which produce deformation from those 
which merely alter density so that the two relations can be discussed inde­
pendently. It is commonly assumed that when nonelastic behavior occurs, it 
will appear in the deviator relation, not in hydrostatic compression. A not­
able exception is the porous solid, but that is not considered here. Following 
common practice we can write the constitutive relations for an elastic-plastic 
solid as: 

(71) 

(72) 

(73) 

dB. = 2,udE; , 

dp =-Kd8, 

where E: and E~ are the elastic and plastic components of the strain deviator, 
respectively. 

For a viscoelastic-plastic material, eqs. (71) and (73) apply as before, 
but (72) is replaced by 

(74) 

where the dot indicates convective derivative with respect to time. 
For a stress-relaxing solid we make the assumption that the plastic strain 

increment, in response to a change in stress, does not take its final value 
immediately. Its change is inhibited by a relaxation mechanism, undefined 
at this point. This process is represented by a relation of the form 

(75) 

The right-hand side of eq. (75) depends upon the amount by which E~ differs 
from its equilibrium value. Oombining eqs. (71), (72) and (75) we arrive at 
the relation 

(76) dE;jdt- (1 /2,u) dB;jdt = F';(B;, p)/2 . 
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Equations (76) and (73) comprise a set of constitutive relations for a stress­
relaxing material. Note particularly that the stress deviator, S t , is entirely 
supported by the elastic strain, eq. (72). This distinguishes it fundamentally 
from the viscoelastic solid, eq. (74). Equations (71)-(73) for the elastic-plastic 
solid and eqs. (71), (73), and (76) for the elastic-plastic relaxing solid must be 
supplemented by a yield condition, e.g. the von Mises condition, eq. (41a). 
In uniaxial strain the yield condition can be incorporated in F(St, p) in 
eq. (76). For this geometry eq. (76) can be replaced by a single equation: 

(77) dp", /dt = a2(de /dt )-F(p"" e), 

where a is the elastic sound speed at density e. 
In Sect. 2 we combined the flow equations, eqs. (1)-(3), under the assump­

tion p = pte), to form a set of characteristic equations, eqs. (25) and (26). 
A similar procedure can be executed in the present case. Combining eqs. (1), (2) 
and (77) yields the characteristic set: 

(78) 

(79) 

0 + : dp", + eadu=-Fdt, 

0-: dp", -eadu=-Fdt, 

dx/dt = u+ a, 

dx/dt = u- a, 

along with eq. (77), which applies along the particle path, sometimes called 
the «00 characteristic &: 

(80) dp,, - a2de = - Fdt, dx/dt = u. 

The characteristic equations are less useful for this and other time-dependent 
constitutive relations than for time-independent relations because there are 
now no quantities which remain constant on characteristics. This means that 
wave transitions are no longer limited to specific curves in the (p, u) plane. 
as described in Sect. 3, and that type of analysis loses most of its utility. 
The characteristic equations can still be used in numerical analysis, though 
it is almost always simpler to use a von Nuemann-Richtmyer procedure. 

The principal observable effect of eq. (77) on the shock wave is decay of 
the elastic precursor. The nature of this decay can be seen by an approximate 
analysis. Suppose the precursor is never of such large amplitude that its 
speed of propagation differs significantly from the ambient elastic speed ao• 

Then the jump condition for the precursor becomes (eq. (5)): 

and when the precursor amplitude decays by dp"" the particle velocity behind 
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the precursor decays by an amount 

(81) 

Under the assumed conditions, eq. (78) also applies along the path of the 
precursor. Combining eqs. (78) and (81) yields the relation 

(82) dp x/dt = -F/2. 

The function F is expected in general to be quite complicated. We can 
get a qualitative picture of its effect by assuming the form, for compres­
sion only, 

(83) 

where T = constant. Compression by the precursor is assumed to be elastic, 
so Px of eq. (82) lies on a metastable extension of the elastic compression curve, 
p:(V). Above the yield point there is a stress p!(V) which will finally be 
reached for the given volume V after a very long time. This is curve AB of 
Fig. 14 b). According to eqs . (82) and (83), decay of the precursor amplitude, 
Px == p!(V) continues until p;(V) = p!(V), which occurs at the static value of 
the Hugoniot elastic limit. To see the effect more explicitly, note that 

(84) 

where 0 2 = K/(h a 2 = (K + 2f-t/3)/e. If Poisson's ratio, 11, is independent of 
density, so is 02/a2. Then eqs. (82)-(84) can be integrated to yield 

(85) 

where 

(86) 

Integrating eq. (84) under the assumption that v = constant enables us to 
simplify eq. (85): 

(87) 

where P~L is the static value of the Hugoniot elastic limit, related to the static 
yield strength by eq. (47). 

Equation (82) was derived on the assumptions that the precursor follows 
a characteristic and that the energy equation, eq. (3), does not affect the prop-
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agation process. A more rigorous expression can be obtained by combining 
eq. (77) with eqs. (1)-(3) and specializing the result along the shock path [8]: 

Dp", ( U) (D-u)2-a2 dp., (D-U)2 F' 
(88) D x = 1-]5 ! (D-u)2 +a2/2 dX - D !(D-u)2+a2/2' 

(89) F'=(1-IXTyj2p,)F . 

Here the block derivative, D jDx, refers to differentiation along the shock 
path, dp",/dX is evaluated immediately behind the precursor front, and F' is 
a modification to F resulting from the assumption that a fraction IX of plastic 
work goes into heat. In eq. (89), T is the Gruneisen parameter. F' and F 
differ by less than 10 % for metals in which plastic flow occurs. 

Under the assumptions that D-u= a and IX= 0, eq. (88) reduces to 
eq. (82). 

Considerable effort in recent years has been devoted to attempts to relate 
the relaxation function F of eq. (75) to the motion and multiplication of dis­
locations. The basic relation is 

(90) dE" /dt = hNbv = F /2p, , 

where N is the number of dislocations per unit area, b is the Burgers vector, 
h is a numerical constant the order of units, and v is the mean velocity of 
dislocations. Since E1J = 281/3 in uniaxial strain, eq. (90) becomes 

(91) del/dt = 3hNbvj2 . 

There are various models for multiplication and motion of dislocations. One 
which is frequently used is due to GILMAN: 

(92) 

(93) 

where 

v = vmax exp [-D/r] , 

Nom = initial density of mobile dislocations, 

vmax = maximum dislocation velocity ....... v.hear l 

D = drag coefficient, 

. .A = multiplication coefficient, 

r = resolved shear stress = (p",- p,,)/2 . 
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To the extent that eq. (82) applies, no multiplication occurs in the front of 
the elastic precursor, so the value of A is of no consequence in determining 
the precursor decay. A set of decay curves for single crystal tungsten are shown 
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Fig. 20. - Precursor decay in single crystal tungsten, courtesy of T. E. MICHAELS, 

W.S.U. (unpublished). 

in Fig. 20 for different values of the drag coefficient D. Here, as in work 
reported elsewhere, it is necessary to assume a value of Nom much higher than 
the measured values in order to get reasonable agreement with experiments. 

In order to see the effect of 
dislocation multiplication, one must 
record the wave profile between the 
elastic precursor and the plastic 
shock. Such a profile obtained with 
a quartz gauge on LiF is shown in 
Fig. 21. By adjusting the parameter 
A in eq. (92), the sharp drop in am­
plitude immediately following the 
elastic peak can be explained. 

It is not yet clear whether criti­
cal tests of dislocation theory can 
be made from shock profile meas-
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Fig. 21. - Precursor and shock in LiF. 
(J. ASH, W.S.U.). 
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urements. There is not yet any clear-cut evidence that dislocations bear 
any relation to elastic-plastic behavior in shock. It appears, however, that 
the subject is worth pursuing in depth for at least one case until a defini­
tive answer appears. 

7. - Irreversible phase transitions. 

Equilibrium phase transitions were discussed in Sect. 5 and a formal 
procedure for integrating the flow equations through the mixed-phase region 
was described. The central relations are given in eqs. (61) and (62) together 
with the equilibrium assumption, eq. (64). When considering the irreversible 
case we need to re-examine the assumptions made in obtaining eqs. (61) 
and (62). In a general sense it is possible to have irreversible masS transfer, 
irreversible heat transfer and irreversible work transfer between the two phases. 
The first of these occurs if the reaction parameter t is out of equilibrium, the 
second if temperatures of the two phases are unequal and adiabaticity is 
violated, the third if pressures in the two phases are out of equilibrium. Of 
these three it is quite easy to imagine t out of equilibrium; this is in fact 
probably the usual case since the deviation of t from equilibrium corresponds 
to a value of the Gibbs energy above the minimum and this acts as a force 
to drive the reaction toward equilibrium. 

If nucleation of the second phase occurs at very many points in every 
volume element so that dimensions of crystals in either phase are very small, 
it is unlikely that pressure will be significantly out of equilibrium. Temper­
ature equilibration, however, takes place relatively slowly and in any partic­
ular case it may well call for a closer examination. However as an approxi­
mation at this stage it looks reasonably good and preferable to the other simple 
alternative that no heat exchange whatsoever occurs between phases. Equa­
tions (54) and (55) represent another possible source of error inasmuch as the 
interfacial energy between phases is ignored. Here again it seems unlikely 
that the effect will be large, and it seems appropriate to ignore it for the 
present. With assumptions unchanged from those previously made, we again 
arrive at eqs. (61) and (62) with coefficients the same as before. It's impor­
tant to note that both here and in Sect. 5 it is assumed that both phases have 
the same particle velocity, u. This is appropriate for solid-solid transitions; 
it would not be appropriate for gas-liquid or gas-solid transitions. 

The difference between the treatment of reversible and irreversible tran­
sitions then reduces to the computation of t. In Sect. 5 t was computed from 
the Clausius-Clapeyron equation (eqs. (64) and (65)). In the irreversible case 
we assume that 

(93) dt = g(V, T, f)dt. 
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Equations (61), (62) and (93) form the constitutive relations for the irreversible 
transition when 0 < 1< 1. If 1= 0 or 1, eqs. (56) apply. This formulation 
of the transition process is particularly appropriate for the von Neumann­
Richtmyer integration since in that procedure dt is specified explicitly. 

The above formulation represents the following physical model. Each 
phase has an equation of state surface in (p, V, T) space, and in equilibrium 
the surfaces are separated by the mixed phase region; V, for example, is 
never double-valued. We now suppose that each phase is defined for all P 
and T and that V may lie on either surface, one of which is metastable, or 
may take any value between the two surfaces. The value it has at any mo­
ment is determined by its previous value, by dt, by the equation of con­
tinuity, and by previous values of p, T and I; and it seeks an equilibrium 
state through the operation of eq. (93) until it arrives at an equilibrium surface 
where 1= 1 or O . 

.As an example of the application of these equations, consider the case of 
iron, which has a transition from bee to hep at 130 kb and approximately 
room temperature. For the transition we assume that: 

(94a) V 2 (p, T) - Vl(p, T) = - 0.0059 cm 3 jg 

(94b) static transition pressure, PI = 130 kb , 

(94e) dPt /dT = - 0.065 kb/oK , 

(94d) dl/dt = (f •• - 1)/7: , 

(94e) 

(94f) 7: = l fLs • 

A constant pressure of 200 kb is applied to the surface of a half-space at 
t = 0 and we seek the wave profile at subsequent times and the rate of decay 
of the precursor wave associated with the transition. The elastic precursor 
is ignored. 

The integration was performed by a modification of the von Neumann­
Richtmyer method [9]. The development of the pressure profile at early times 
is shown in Fig. 22 and the fully developed double wave is shown in Fig. 23. 
In each figure the effect of changing V 2 - Vl is shown; it influences the shape 
of the profile but not the decay rate. The decay of the elastic precursor is 
shown in Fig. 24. The computation was also made with dPt/dT = 0 with no 
substantial change in the results. The dashed line shown in Fig. 24 fits the 
decay curve obtained by lJumerical integration reasonably well. It was ob­
tained analytically in the following way: 
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.Assume the entire process to be temperature independent. Then eqs. (6]) 
and (94d) can be combined in the form 

where ml , nl, etc., are as defined in 
Sect. 5 and a is the frozen sound 

speed, i.e., V dp/de with f = constant. 
Equation (95) is then identical in 
form to the stress-relaxation equation, 
eq. (77). Following the procedure de­
scribed there, we form the character­
istic equations, assume the first shock 
velocity is equal to sound speed, and 
obtain 

= , - [(m l n 2 - m 2 n 1 )/(ll m2 -72 ml)]' 

. (teo - /)/2r , 

where PI is the amplitude of the transi­
tion shock. Assuming /1 V = V 2 - VI = 
= constant as before and 0pl = 0p2' 
eq. (96) becomes 

(97) dpl/dt = - (/1 Vf •• /27:) dpl/d V. 
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Fig. 24. - Decay of IX-phase wave in iron. 
(Ref. [9]). Driving pressure = 200 kb; 
T = t f1.s; D/T= 0.17 em; • tempeTature· 
independent; x telllpeTature·dependent. 

Here we have assumed that f = 0, i.e., the material is in the metastable first 
phase at the peak of the first shock. If dpdd V = constant, eq. (94e) gives 

1, 

(98) 

0, 

where Vt, Pt represent the interllection of the phase 1 Hugoniot with the 
mixed-phase boundary. Combining eqs. (97) and (98) and integrating gives 

(99a) 

(99b) 

(990) 

PI = Po - (x/1 V /2DI 7:) dpl/dv , 

= Pt + (PO-PI) exp [-x/2DI7:] , 

=Pt, 

VI ,;;; Vt + /1 V, 

Vt + /1 V .;;; VI .;;; Vt , 
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where x= D1t, Dl is the first shock velocity, and Po is the driving pressure. 
For Po = 200 kb, eq. (99b) applies. The result is shown in Fig. 24. 

The graphs in Fig. 22-24 were calculated with • = t fLs . In order to de­
termine the relation between rise time in the second shock and ., the 
constitutive relations can be combined with eqs. (4)-(6) to determine the steady 
profile in the second shock. The result of that integration is that the rise 
time = 2.25 •. Unfortunately the theory of the rates at which solid-solid phase 
transitions occur is not developed to the state where predictions of experi­
mental results can be made or where experimental results can be used to 
determine physical parameters. It is evident that careful experiments and 
creative theoretical work are both required in this area. 

8. - Mechanical effects. 

The most obvious terminal effects of shock experiments in solids are frac­
tures produced by wave interactions . The geometry of fracture depends prin­
cipally on the paths of intersecting tensile waves; limiting conditions for frac­
ture are determined by dynamic strength of the material, which may depend 
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1_---

f ree space 

I 
+t-

L.. - --
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Fig. 25. - Reflection at a free surface, 
linear waves. 

on geometry and certainly depends 
upon stress rate or strain rate. 

The geometry is indicated in Fig. 25 
and 26 for the simplest case, plane 
spall. In Fig. 25 are shown a sequence 
of pressure profiles of a compressive 
pulse approaching and being reflected 
from a free surface. Propagation and 
interactions are assumed linear for pur­
poses of illustration. The solid curve 
is the real pressure profile; the dashed 
curves represent the pulses from which 
it is composed. The interaction of the 
rarefaction in the incident pulse with 
the reflected rarefaction from the free 
surface produces tensile stresses in the 
specimen. If these produce the condi­
tions required for fracture at any point 
and time, fracture is initiated at that 
point and time. This is illustrated more 
precisely in Fig. 26. In 26 a) is shown 
an (x, t) diagram for the process of 
Fig. 25. The incident shock, [/\, is 
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followed by a simple wave rarefaction represented by the fields 11, 12, 13, 
separated by 0+ characteristics. The free surface, ABO, is immediately acce­
lerated at the incidence of fI' + and a back-ward-facing rarefaction fan, ~_, 
centered at B, is generated. The 0+ characteristics pass through the fan of 
the reflected rarefaction and each in turn is reflected from the free surface 
as shown. The map of the flow in the (p, u) plane is shown in Fig. 26 b). 

p 

j 
11 

~ ________ ~~ ____ ~ ____ ~31 

u 
x 

a ) b ) 

Fig. 26. - Reflect ion at a free surface. a) (x, t) plane ; b) (p, u) plane. 

The point to note here is that the transition from the field 12 to the free 
surface state takes place along a r + characteristic, and that the mapping goes 
into the negative pressure region and returns to the p = 0 state at 42. This 
is in qualitative agreement with the sketches of Fig. 25. 

Whether or not a spall occurs depends upon the magnitude and duration 
of the stress. BREED, MADER and VENABLE have found [10] that spall occurs 
if the fracture stress, (j " satisfies the relation 

(100) 

where z is the distance from the free surface at which spall occurs, l1a = a" 
and l1ajz is the stress gradient. A and B are material constants. Equation (100) 
implies that fracture occurs when (j I1t reaches a characteristic value. 
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BUTCHER, BARKER, MUNSON and LUNDERGAN have proposed a slightly 
more general relation which includes the above [11]; fracture occurs when 

(101) /).tar = G, 

where rand G depend on the material. 
A still more general relation has been used by F. TULER [12] to describe 

experiments in 6061T6 AI; fracture occurs at time t
f 

defined by the relation 

" 
(102) J(ao- a)' dt = G, 

o 

where r = 2.02, G = 3.98.1013, ao = -1010 dyn!cm2• All of these rules ap­
ply to plane spall, described in Fig. 25 and 26. None have any particularly 
sound theoretical basis. Present efforts in this area are directed toward experi­
ments which will provide information for nucleation and growth models similar 
to those discussed by MCCLINTOCK [13]. 

tree space 

+----t-- sheaf' ff'actuf'e 

sample 

free space 

Fig. 27. - Ridge cut. 
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Another common phenomenon is the « ridge fracture ): any corner in a 
shocked sample may be neatly split, except near the outermost tip, where 
common shear fracture normally occurs, Fig. 27. These have been discussed 
in detail by RINEHART and PEARSON [14] and by FOWLES and ANDERSON [15]. 
The latter have performed a linear elastic analysis of the configuration shown 
in Fig. 28 and 29. In Fig. 28 the line labelled (/) represents a compressive wave 

Fig. 28. - Wave incident upon corner. 
(From ref. [15]). 

y' 
I 
I 
I 
I 

Fig. 29. - Interaction of reflected waves. 
(From ref. [15J). 

running into a corner, generating reflected dilatation and shear waves (/)1, (/)2, 

and "PI, "P2, respectively. At a later time, shown in Fig. 29, only the reflected 
waves remain, and these meet along the dotted axis labelled y', the points 
of intersection running down as time progresses. The interacting tensile waves, 
(/)1 and (/)2 and/or shear waves "PI and "P2 produce a fracture running along y' 
if the amplitude of the incident wave is sufficiently great. Their analysis, 
which agreed reasonably well with experiments, indicated that, for a given 
incident wave, the maximum fracture stresses were developed for e,-..J 120°. 
The shear fracture near the corner in Fig. 27 is very likely due to the finite 
time required for fracture, as in eqs. (100)-(102). 

An interesting type of fracture occurs when a layer of explosive is detonated 
in contact with a metal plate. The situation is characterized in Fig. 30. In 
Fig. 30 a) the detonation front is travelling with speed D across the surface 
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of the plate, inducing a trailing shock, 9'. Pressure on the plate falls quickly 
behind the detonation front as indicated. This produces a corresponding rare­
faction behind 9'. The shock 9' is reflected from the bottom surface as a rare­
faction, [lA, and the interaction of [lA with the rarefaction behind 9' produces 
a tension stress field which may be strong enough to fracture the plate along 

pressure profi le 

spall 

a ) 

end 

spall --------'----" 

___ end fracture 

spall -------.....:..;.-

c ) 

Fig. 30. - Generation of end fracture. a) Steady waves from detonating explosive; 
b) rarefaction generated at end of explosive intersects with bottom rarefaction; 

c) end fracture resulting from interaction. 

the surface labelled « spall ». When the detonation reaches the end of the 
explosive charge, a rarefaction is generated with a more or less circular wave 
front as shown in Fig. 30 b). This rarefaction, interacting with [lA, produces 
a stress field which results in an end fracture with orientation shown in Fig. 30 c). 
The geometry of this interaction has been worked out [16], but no one has 
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yet calculated the stress fields and correlated them with experiments or with 
fracture formulae. 

An interesting property of iron and carbon steels is their propensity to 
fracture under explosive or projectile impact so as to produce a very smooth 
surface. This fracture is called the « smooth spall» and has been described 
by RINEHART and PEARSON [14], by ERKMAN [17], by LETHABY and SKID­

MORE [18], and by TUPPER [19]. In the last three works the smooth spall is 
attributed to the interaction of rarefaction shocks associated with the (X-a 

phase transition in iron. 

9. - Shock waves on a one-dimensional lattice of mass pOints. 

The mass points are connected by nonlinear springs, as in Fig. 31, and by 
dashpots. The forces exerted by the former on the N-th point mass are denoted 

by P N-I,N and PN.N+l; those associated with the dashpots are GN- I •N and 
GN,NH' The equation of motion of the N-th particle is 

(103) 

where X N is its position at time T; X and T are reduced values corresponding 
to unit mass and unit equilibrium separation between mass points. The lattice 
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is supposed to extend from N = 1 to 00 and we imagine the first mass point 
to be given a velocity U 1 at T = O. The entire lattice is assumed quiescent 
before that. For a parabolic force law, 

the acceleration of the N-th particle is shown in Fig. 32 [20]. The broken 
line shown there is the result of a numerical integration, the dashed line is 
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Fig. 32. - Acceleration of a mass point in a nonlinear lattice. (Ref. [20]). 

an analytic approximation obtained by averaging the nonlinear force term 
over time, and the long-dashed line is the exact solution when the coefficient 
IX = 0 in eq. (104). If solutions are compared for successively larger values 
of N, it is found that the initial acceleration increases monotonically with N 
and that the rate of decay of the oscillation decreases monotonically. This 
suggests that the solution may be approaching a permanent regime: 

(105) Ss(T) = S(T - N()) , 

where () is a constant equal to the reciprocal wave speed. When eq. (105) is 
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substituted into (103) with the force law of (104), we obtain 

(106) d 2Sjdy2 = [S(y- e) - 2S(y) + Sty + e)]· {l-IX[S(y- e) - Sty + en} , 

where 

y= T-Ne. 

Equation (106) is an uncommon type of differential-difference equation and 
is not readily solved, even numerically. .An approximate solution can be found 
by expanding S(y±e) in powers of e and retaining fourth order terms. If dis­
sipation is nonzero, however small, nearly-steady oscillations of the type sug­
gested by Fig. 32 are obtained. The frequencies of oscillation predicted by 
the approximate theory are, however, quite different from those obtained 
from numerical integration of the transient equations. It thus appears that 
this picture of the permanent regime in the lattice is qualitatively correct, 
but that eq. (106) must be solved if parameters of the permanent regime are 
to be calculated [21]. 

One interesting application of these results is to the von Neumann-Richtmyer 
integration of the flow equations. If artificial viscosity is too small, the results 
of such an integration oscillate wildly. This has sometimes been interpreted 
as instability of the numerical integration procedure; it is in fact the true 
physical behavior of the lumped-constant system used to model the con­
tinuum for purposes of numerical integration. 
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